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Motivation [1]
● A user purchased {milk, apple, orange}

What is the next product the user will buy?

⇒ The answer is bread to eat with milk.

Relevance between items is more important than the rigid order.

RNN {milk, apple, orange, green salad}

"The trend is vegetables."
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Prior Work 1: Unidirectional Models
● Originally proposed for NLP tasks.

● Unsuitable for noisy sequences such as transactions.

RNN based Model Architecture
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Attention Mechanism

Attention Value

QueryKey, Value

Attention Mechanism [2]



Self-Attention
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Relevance between Words Captured by Self-AttentionQuery, Key, Value from the Same Vector

[3]
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Prior Work 2: SASRec
● Transformer-based unidirectional sequential recommendation model

SASRec Model Architecture
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BERT4REC Architecture

BERT4Rec Model Architecture Transformer Layer Architecture

residual connection

learnable
positional embedding
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Training
● Bidirectional architecture makes predicting the future trivial.

● Leverage Cloze task objective (Masked Language Model)

Cloze Task Objective

BERT4Rec Architecture
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Datasets

Steam
Game 

Amazon Beauty
Product review

MovieLens
Movie ratings



Metrics
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● Hit Ratio (HR) ≡ Recall

● Normalized Discounted Cumulative Gain (NDCG)

● Mean Reciprocal Rank (MRR)



Baselines
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Method Approach

POP popularity-based

BPR-MF Matrix Factorization + pairwise ranking loss

NCF MLP-based

FPMC Matrix Factorization + First-order Markov Chain

GRU4Rec GRU-based

GRU3Rec+ GRU-based

Caser CNN + high-order Markov Chain

SASRec left-to-right Transformer model



Performance Comparison
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● Cloze objective improves the performances.

● The mask proportion should not be too small or big.

Gain of Cloze Objective
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Performance with Different Mask Proportion

Performance with/without Cloze Objective



● Attention varies across different heads/layers.

● BERT4Rec can attend on the items at both sides.

Effect of Bidirectional Model Architecture
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Heat-maps of Average Attention Weights on Amazon Beauty Dataset
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Effect of the Hidden Dimensionality
● The performance converge as the dimensionality increases.
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Impact of Maximum Sequence Length
● A user's behavior is affected by

○ more recent items (short sequence)

○ less recent items (long sequence)

short sequence

long sequence
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Summary
● Deep bidirectional self-attention architecture shows high 

performance on sequential recommendation.

● Cloze task improves the performance.
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Thank You
Q & A


